Magnetic domain depinning as possible evidence for two ferromagnetic phases in LaCrGe$_3$
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Two ferromagnetic phases, FM1 and FM2, were first proposed to exist in LaCrGe$_3$ based on a broad maximum in the temperature derivative of resistivity resembling that of the superconducting ferromagnet UGe$_2$ where FM1 and FM2 are well-established. While evidence for two FM phases can be found in certain additional probes, corresponding anomalies in magnetization have not been recognized until now. Our spatially resolved images of the magnetic domains show a substantial change in the domain structure between the higher temperature FM1 phase and the lower temperature FM2 phase. Furthermore, our measurements of the coercive field and virgin magnetization curves reveal an unconventional magnetic domain pinning region in the FM1 phase, followed by a depinning region at lower temperatures where the system is reported to crossover into the FM2 phase. We incorporate this discovery into a simple domain magnetization model that demystifies the magnetization curve seen in all previous studies. Finally, we find that the unusual domain behavior can be explained by a change in the magnetic moment and the presence of two ferromagnetic exchange constants, both of which are consistent with the existence of two FM phases. This revelation may help explain a range of anomalous behaviors observed in LaCrGe$_3$ and rekindles the discussion about the prevalence of multiple FM phases in fragile FM systems.
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I. INTRODUCTION

The ferromagnetic compound LaCrGe$_3$ ($T_C = 85$ K, BaNiO$_3$-type crystal structure) is a proven playground for studying the suppression of ferromagnetism under pressure. Many multiprobe experiments have mapped its temperature-pressure-magnetic field phase diagram [1–5]. These experiments exploring ferromagnetic quantum criticality in LaCrGe$_3$ take place in extreme conditions and, therefore, leave unsolved mysteries. For example, the magnetic phase that appears in place of a quantum critical point was initially proposed to be an AFM$_Q$ phase [1,3] in agreement with the theoretical proposals of avoided quantum magnetic critical points [6–13], but the Q vector has proven difficult to determine, and recently, a short-ranged FM order phase has been suggested as an alternative [5]. The mystery relevant to our study, however, is the one surrounding the existence of two ferromagnetic states, FM1 and FM2, within the FM region.

The potential for two ferromagnetic phases in LaCrGe$_3$ was first realized based on a broad maximum in the temperature derivative of resistivity, $d\rho_{ab}/dT$ [2], which resembled that in UGe$_2$, where two ferromagnetic phases are well-established [14–17]. In UGe$_2$, the phases have distinct moments and the magnetic ground state evolves from FM2 ($M_0 \approx 1.5 \mu_B/U$) to FM1 ($M_0 \approx 0.9 \mu_B/U$) at pressure $p_c \approx 1.2$ GPa, before becoming paramagnetic above $p_c \approx 1.5$ GPa. In LaCrGe$_3$, however, applying pressure causes the crossover boundary between FM1 and FM2 to merge with the quantum phase transition line (i.e., $p_c = p_T$) and FM1 is not accessible at zero temperature, as seen in Fig. 1(a). Still, applying magnetic field separates the phases again and features of a phase transition are readily observed and form two planes of first-order transitions, called wings, ending at quantum wing critical points [2]. At ambient pressure, however, there is no genuine phase transition between FM1 and FM2. Instead, there is a crossover regime which is allowed if FM1 and FM2 have the same symmetry, as is the case in UGe$_2$ where the only difference between the two phases is the size of the magnetic moment. Under ambient pressure, evidence for a crossover at $T \approx 70$ K in LaCrGe$_3$ has been observed in many experiments exploring ferromagnetic quantum criticality in LaCrGe$_3$ deduced from resistivity, magnetization, and $\mu$SR measurements [1–3]. The paramagnetic (PM), high-pressure magnetic phases (HP-Mag1 and HP-Mag2) and the two ferromagnetic phases (FM1 and FM2) are indicated. The Lifshitz point (LP) and tricritical point (TCP) are also shown. (a) At zero field, a broad maximum in the temperature derivative of resistivity has been interpreted as a crossover between two ferromagnetic phases FM1 and FM2. Under pressure, the crossover line merges with the first-order transition line between FM and HP-Mag2. (b) Under field at low temperature, there are successive field-induced first-order transitions into the FM1 and FM2 states.

FIG. 1. (a) Temperature-pressure and (b) magnetic field-pressure phase diagrams of LaCrGe$_3$, deduced from resistivity, magnetization, and $\mu$SR measurements [1–3]. The paramagnetic (PM), high-pressure magnetic phases (HP-Mag1 and HP-Mag2) and the two ferromagnetic phases (FM1 and FM2) are indicated. The Lifshitz point (LP) and tricritical point (TCP) are also shown. (a) At zero field, a broad maximum in the temperature derivative of resistivity has been interpreted as a crossover between two ferromagnetic phases FM1 and FM2. Under pressure, the crossover line merges with the first-order transition line between FM and HP-Mag2. (b) Under field at low temperature, there are successive field-induced first-order transitions into the FM1 and FM2 states.
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II. EXPERIMENTAL METHODS

A. Crystal synthesis

Single crystals of LaCrGe₃ were synthesized with a self-flux solution growth technique [18] and characterized by powder x-ray diffraction. Further synthesis details can be found in Appendix A1.

B. Bulk magnetic measurements

We use a Quantum Design Magnetic Property Measurement System (MPMS) to measure the magnetization of the sample with the applied magnetic field oriented parallel to the c axis. Magnetization as a function of temperature (M versus T) was measured in various constant applied fields and by the following methods: field-cooled-cooling (FCC), field-cooled-warming (FCW), and zero-field-cooling (ZFC). Isothermal magnetization as a function of applied field (M versus H) was measured at a selection of temperatures below Tc. Additional details regarding these measurement procedures can be found in Appendix A2.

C. Magnetic domain imaging

Polar magneto-optical Kerr effect (MOKE) images of the ab face of a LaCrGe₃ single crystal are acquired using a normal-incidence Sagnac interferometric scanning microscope [28–30]. The microscope has a spatial resolution of 0.85 μm and a sensitivity of 0.4 μrad. The sample is placed in an optically accessible flow cryostat and its temperature can be varied from 470 to 9.5 K. Longitudinal MOKE images of the ac face of a LaCrGe₃ single crystal are acquired with an oblique-incidence Sagnac interferometric scanning microscope [31] with a spatial resolution of 25 μm.

Since the LaCrGe₃ single crystal naturally grows along its c axis, the ab face is obtained by polishing with fine 0.1 μm particle size Al₂O₃ polishing papers. Bulk magnetization was measured before and after polishing and no magnetic impurities potentially picked up from polishing were observed.

MOKE images of magnetic domains on an as-grown ac face of a LaCrGe₃ single crystal were reported in an earlier study using an oblique-incidence Sagnac interferometric scanning microscope down to 77.4 K [31]. This study was limited to liquid nitrogen temperatures and thus, domain structures on both sides of the FM1-FM2 crossover were not investigated. Furthermore, because the easy magnetization axis (i.e., the c axis) lies in the ac plane, an oblique-incidence microscope was required in order to image magnetic domains using the longitudinal and transverse Kerr rotation effects.

In our present study, we image the ab face of the sample using the polar MOKE, to study magnetic domains with a normal-incidence microscope which has a much better spatial resolution (0.85 μm compared to 25 μm) and two orders of magnitude better sensitivity compared to an oblique-incidence microscope.

III. RESULTS AND DISCUSSION

A. Magnetic domain structure imaging

We examine magnetic domains on the ab face down to 20 K. The images shown in Fig. 2 were taken at 80, 70, and 60 K while cooling down in zero applied field. Between 80 and 70 K, the domain structure is unchanged, albeit for an increase in contrast at lower temperature due to the corresponding increase in the spontaneous magnetization, Mₘ. Between 70 and 60 K, however, there is a drastic change in domain structure. By comparing the domains at 60 K to those at 70 and 80 K, we observe that the shape and size of the domains change dramatically.
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The lack of change in the domain structure between 80 and 70 K supports our hypothesis that the domain walls are pinned in this temperature region which roughly encompasses the FM1 state. The following radical change in the domain structure upon cooling is made possible by the depinning of domain walls between 70 and 60 K. Furthermore, the change in size of the domains suggests that the energy cost of the domain wall changed between these two temperatures. This change in domain structure coincides with the crossover between FM1 and FM2 reported to occur in this temperature region.

It is highly unusual for domain wall depinning to occur upon cooling in FM systems, since the thermal energy available to overcome the energy barrier to wall movement is reduced. While the following sections will show how the domain depinning anomaly can be probed with bulk magnetization measurements, these spatially resolved magneto-optical measurements are particularly suited for observing the change in domain structure. Similar MOKE imaging studies with this microscope were performed on the magnetic domains in single crystals of the Weyl semimetal Co3Sn2S2 [32]. Those studies supported the notion that the domain walls de-pin in a narrow range of temperature while cooling down, therefore explaining an anomalous downturn in magnetization feature that had garnered considerable attention [33–43]. A different MOKE study suggested that the underlying cause of the change in domain wall mobility in Co3Sn2S2 is a domain wall transition from linear walls to Bloch walls due to its unusually large dimensionless anisotropy factor K [42]. In the case of LaCrGe3, K is one order of magnitude smaller than in Co3Sn2S2 and therefore a domain wall transition is unlikely, although spin-polarized low-energy electron microscopy (SPLEEM) [44] should be performed to confirm. Even without the knowledge of the spin alignment inside the domain walls that SPLEEM would provide, we find the distinct domain structure observed above and below 70 K to be convincing evidence for the existence of two ferromagnetic states.

B. Reappearing hysteresis loops and domain pinning virgin curves

From measuring hysteresis loops at different temperatures, we find changes in the loop shape, coercivity, and virgin magnetization curve that are consistent with domain wall pinning in the high temperature FM1 state, followed by depinning in the low-temperature FM2 state. At low temperatures, the loops are rectangular, characterized by a remanent magnetization that is nearly equal to $M_r$, and a sudden reversal of the sample magnetization, $M$, at the coercive field, $H_c$. Similar rectangular loops were recently reported [24]. As expected, the hysteresis loops shrink in width with increasing temperature until they fully close. Surprisingly, LaCrGe3 is a rare case in which further increasing the temperature causes the hysteresis loop to reappear, albeit with a much more gradual magnetization reversal than the low-$T$ loops. An example of these three kinds of hysteresis loops can be found in Fig. 3(a).

By plotting $H_c$ as a function of temperature, as shown in Fig. 3(b), we can see the low-$T$ ($T < 40$ K for this particular sample) and high-$T$ ($62.5$ K $< T < T_C$ for all samples measured) regions of coercivity, separated by a region where the coercivity is minimal. Our results are consistent with a recent report [24]. In the low-$T$ region, the magnitude of $H_c$ as well as the temperature at which $H_c$ disappears, is sample-dependent, which leads us to believe it is related to sample quality and defects (as discussed further in Appendix E). The coercivity at high-$T$, however, is evident in all samples measured, occurring at the same temperatures with similar magnitudes which suggests it is related to an intrinsic property of the compound. This repeatability between samples is consistent with the scenario that the high-$T$ coercivity originates from the FM1-FM2 crossover.

A careful analysis of the virgin magnetization curves and their relationship to the shape of the hysteresis loops confirms our domain pinning hypothesis. Examples of the low-$T$ and high-$T$ curves are shown as the blue dots and red triangles, respectively, in Fig. 3(c). At low $T$, the virgin curve increases linearly with a slope of $1/N_r$, where $N_r$ is the de-
magnetization constant along the c axis (see Appendix D for details), and $M$ saturates to $M_s$ at an applied field much lower than $H_c$. This behavior can only occur if the domain walls can move freely. On the other hand, in the high-$T$ region of coercivity, the virgin curve barely increases in response to $H_{applied}$ until $H_{applied} = H_c$. This behavior suggests that domain wall pinning is present in this range of temperatures [45,46].

LaCrGe$_3$ is not the first sample to display an $H_c$ that re-emerges with increasing temperature. For example, in Gd the coercivity is also split into two regions by a minimum $H_c$ below its $T_C = 289$ K [47,48]. This similarly shaped coercivity plot in Gd, however, is due to a change of sign of the anisotropy constant $K_1$ and comparatively large values of $K_2$ [49,50]. In contrast, no anomaly is observed in the temperature dependence of the anisotropy constants in LaCrGe$_3$ (see Fig. 12 in Appendix F).

Typically, anisotropy increases as temperature is lowered causing domain walls to narrow and pin [46,51,52]. The compound Dy$_3$Al$_2$ is one such example of this typical change in domain wall mobility due to anisotropy. As seen by a change in shape of the virgin curve, the domain walls in Dy$_3$Al$_2$ move freely at high-$T$ while domain wall pinning occurs at low-$T$ [46,53,54]. In contrast, the opposite is true in LaCrGe$_3$ which means a mechanism other than anisotropy is responsible for the domain wall behavior we observe.

We believe it is no coincidence that the local maximum of coercivity in the domain pinning region occurs at 72.5 K which is near $T_c \approx 70$ K where the crossover between FM1 and FM2 occurs. We will show that a change in the ferromagnetic state could be responsible for the domain wall pinning behavior in LaCrGe$_3$ in a following section. Next, we will demonstrate the relevance of the atypical domain wall behavior by showing how it can explain the previously observed, but not well understood, $M$ versus $T$ curves.

\section*{C. Deconstructing the $M$ versus $T$ anomaly}

The anomalous magnetization curve measured at low fields in LaCrGe$_3$ has previously been observed in studies of single crystals [18,24] as well as polycrystals [21]. While the anomalous features in the curve were correctly attributed to changes in the magnetic domains and demagnetization effects [18], in this section we will explain exactly how these features are caused by nontraditional domain behavior resulting from the crossover from FM1 to FM2.

To understand the unusual magnetization curve in LaCrGe$_3$, we first need to understand what we expect the magnetization curves to look like without domain wall pinning and depinning. In the absence of ferromagnetic domain formation, the magnetization should follow the spontaneous magnetization, $M_s$, represented by the yellow curve in Fig. 4(a). $M_s$ can indeed be measured if a sufficiently high field is applied ($H > N M_s$) to overcome domain formation, or equivalently, demagnetization effects. At lower applied fields, however, domains form and demagnetization theory can be used to determine the expected magnetization. When $H_{applied} < N M_s$, the expected magnetization is $M_{demag} = \frac{H_{applied}}{N}$, where $N$ is the demagnetization factor which is determined by the shape of the particular sample measured (see Appendix D). $M_{demag}$ is temperature independent and is depicted by the black line in Fig. 4(a) for $H = 50$ Oe.

It is evident that the low field (below $N M_s$) FCC, FCC, and ZFC data, shown respectively as dark blue, red, and light blue markers in Fig. 4(a), deviate significantly from $M_s$ and $M_{demag}$ in the temperature region between 55 and 82 K. In the FCC case, $M$ rises above $M_{demag}$ and reaches a distinct peak before decreasing and settling to a lower, temperature independent value matching $M_{demag}$. In ferromagnets, a decrease in the FCC magnetization along the easy axis is not trivial to explain.
A spin-reorientation or an antiferromagnetic transition come to mind as possibilities, but neutron diffraction measurements have not found evidence for either [5,56]. The FCW curve is also anomalous as it follows $M_{\text{demag}}$ at temperatures below 40 K, but then decreases below $M_{\text{demag}}$ before suddenly increasing to rejoin the FCC curve just below $T_C$. It is unusual to have discrepancies between FCW and FCC magnetizations. Hysteresis between warming and cooling is unexpected, and is often seen when there is a first-order phase transition between two magnetic states. In this case, however, there is no evidence for such a phase transition found in other probes [1,2,5].

The ZFC curve is remarkably similar to the FCW curve, differing only by a small decrease in magnitude. ZFC curves often have a much smaller low-$T$ magnetization than the FCC and FCW curves since ferromagnetic domains often have some degree of pinning at low temperatures and the field ($H = 50$ Oe in this case) is only applied after cooling the sample to $T = 2$ K allowing domains to form. In LaCrGe$_3$, however, the domain walls at low temperatures move freely and therefore the ZFC curve nearly matches $M_{\text{demag}}$ at low temperatures.

Now, we will briefly describe the simple model that shows the strange FCC and FCW magnetization curves are the result of the pinning and depinning of domain walls discussed in the previous sections. First, we recognize that magnetization can be expressed in terms of the fraction of field aligned domains $n_{\text{up}}$. In the low-field ($H < N M_s$) regime, we expect to measure $M_{\text{demag}}$, so $n_{\text{up}}$ is given by the equation [46]

$$
n_{\text{up}} = \frac{1}{2 M_s(T)} \min\{M_{\text{demag}}, M_s\} + \frac{1}{2}.
$$

More details about this equation can be found in Appendix C. This equation yields the black line in Fig. 4(b) that shows the fraction of field-aligned magnetic domains as a function of temperature. Rather counterintuitively, the fraction of field-aligned domains decreases as temperature decreases, which happens in order to maintain the temperature independent $M_{\text{demag}}$ while $M_s$ increases as $T$ lowers.

The particular temperature at which the domain walls pin and de-pin is dependent on the applied field, the criteria for which is described in Appendix C. The domain fraction is held constant when the domains pin while depinning has the fraction return to the demagnetization value. As a result of the domain pinning, the domain fraction takes different paths when cooling and warming, as shown by the blue and red lines in Fig. 4(b), respectively. We can calculate the magnetization that results from these model FCC and FCW domain fraction paths with the following equation:

$$
M = (2n_{\text{up}} - 1)M_s(T).
$$

The resulting magnetization curves are presented in Fig. 4(c). During field-cooled-cooling, there is no pinning immediately below $T_C$ so $M$ takes the expected shape according to demagnetization theory. When the temperature is lowered into the pinning region, the domain fraction is held constant so $M$ increases proportionally to $M_s$. The downturn near 60 K is due to the domain walls depinning and the magnetization returning to $M_{\text{demag}}$. In the field-cooled-warming case, the deviation of $M$ from $M_{\text{demag}}$ begins around 60 K where $M$ begins to decrease with increasing $T$. This decrease is due to the domain fraction being held constant by pinning so $M$ follows the shape of $M_s$. $M$ continues to decrease until around 80 K when the domain walls de-pin and consequently $M$ rapidly increases to rejoin the FCC curve. These model magnetization curves faithfully reproduce the characteristic features of the anomaly seen in the data. As expected, these features are smoothed out in the experimental data, where, unlike in our model, the pinning and depinning are partial and progressive. We find the match between the two, however, to be compelling evidence that the abnormal $M$ versus $T$ curve is due to domain wall pinning and depinning.
D. How FM1 and FM2 may explain the change in domain wall mobility

Here, we will motivate how the existence of FM1 and FM2 may explain the change in domain wall mobility in LaCrGe3. We begin with the theory that describes how readily domain walls move in response to an externally applied magnetic field. Theory shows that in the absence of sample defects, an applied magnetic field must overcome an energy barrier \( \Delta y \) to move a domain wall. It has been shown that \( \Delta y \propto e^{\pm} \) [46,51,52], where \( e \) is the width of the domain wall and \( a \) is the lattice spacing between local magnetic moments.

In LaCrGe3, the nearest neighbor Cr atoms lie along the \( c \) axis and although XRD, neutron diffraction, and thermal expansion measurements [5] show that the \( c \) lattice parameter unusually increases during cooling, the change is small and would increase pinning at low temperatures. As a result, whether domain walls are easy or difficult to move depends on how wide or how narrow they are, respectively. In a mean field, local moment model, the width of the domain wall \( \delta \), is proportional to the spin of the magnetic ion \( S \), the distance between magnetic moments \( a \), the exchange constant \( J_{\alpha} \) and the anisotropy constant \( K \), as follows [46,51,57,58]

\[
\delta = \pi S \sqrt{\frac{2J_{\alpha}}{aK}}. \tag{3}
\]

The temperature dependence of \( K \) that we measure agrees with theory (Appendix F) and would typically cause the domain walls to narrow and become pinned at lower temperatures. In contrast, we observe that domains walls in LaCrGe3 become pinned at higher temperatures. Ruling out unusual anisotropy, we can consider the existence of two different exchange constants, \( J_{\alpha 1} \) and \( J_{\alpha 2} \), which lead to the two distinct anomalies at \( T_C \) and \( T_S \) that indicate the two different ferromagnetic states. This is an appropriate consideration since having two different interactions is the basis for a “two-channel Stoner” model which was proposed to describe an itinerant \( d \)-electron ferromagnet such as LaCrGe3, and predicts FM1 and FM2, as well as the appearance of an AFM phase under pressure [13]. In addition, this “two-channel Stoner” model is compatible with UGe2 [16] and ZrZn2 [59] where FM1 and FM2 are well established.

We start by taking the ratio of the domain wall widths in the two FM states and by realizing that \( J_{\alpha} \) is related to \( T_C \) [58]

\[
\frac{\delta_{FM1}}{\delta_{FM2}} = \sqrt{\frac{T_C}{T_S}} \sqrt{\frac{S^2}{S(S+1)}}. \tag{4}
\]

\( T_C \approx 85 \) K and experimental data at ambient pressure shows that the crossover occurs at \( T_C \approx 70 \) K [2] which nearly corresponds to the coercivity maximum discovered in this work, further suggesting the crossover influences the depinning of domain walls. Since we cannot directly measure \( M_r(0) \) in FM1, we instead estimate the change in spin between FM1 and FM2 by the loss of magnetic scattering between the two phases as reported previously [3]. Early theories of the resistivity of a ferromagnetic metal [60–62] relate the spin of the local magnetic moments to the resistivity within and outside of the ferromagnetic state. The result is

\[
\frac{\delta_{FM1}}{\delta_{FM2}} \approx 0.56. \tag{5}
\]

Our rough theoretical approximation shows that the domain walls in the high temperature FM1 state are expected to be shorter, and therefore more difficult to move, than the domain walls in the lower temperature FM2 state. This result from allowing for two ferromagnetic states is consistent with our experimental observation that the magnetic domains are pinned at high temperatures near 70 K and subsequently de-pin as the temperature is lowered, resulting in an unusual magnetization curve and temperature dependence of coercivity.

Applying a similar approximation to the expression for the energy cost per unit area of a Bloch domain wall [58],

\[
\sigma_{gw} = \pi S \sqrt{\frac{2J_{\alpha}K}{a}} \tag{6}
\]
yields the same ratio as Eq. (5), which implies that the cost of a domain wall is larger in the FM2 state. As a result, we expect to see fewer domain walls in the FM2 phase compared to the FM1 phase, which is consistent with our MOKE images presented in Fig. 2 that show the domains are larger in the FM2 phase than in the FM1 phase.

IV. CONCLUSION

In conclusion, we recognize features in spatially resolved images of magnetic domains, as well as features in bulk magnetization that show a unique change in domain wall mobility in LaCrGe3. We then showed the relevance of the domain wall pinning at high temperatures followed by depinning at low temperatures by using it to explain anomalous features in the \( M \) versus \( T \) curves that were previously observed, but not well understood. Finally, we find that a crossover between FM1 and FM2 could cause the change of domain wall mobility we observe. Our discovery joins a number of other probes that show anomalies in a similar temperature region and support the existence of FM1 and FM2 in LaCrGe3. Our work can inspire similar magnetic domain analysis on other systems to probe crossovers between multiple ferromagnetic states, which are uncannily common in fragile FM systems.
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APPENDIX A: EXPERIMENTAL METHOD DETAILS

1. Crystal synthesis

We use a nonstochiometric ratio of 12.75:12.75:74.5 of Ames Laboratory La pieces, 4N Aesar Cr crystallites, and 6N Alfa Aesar Puratronic Ge pieces. The constituent elements were arc-melted together before being placed into a Canfield Crucible Set [63].
The crucible set is sealed in a quartz tube in a 160 mmHg partial pressure of Ar. The sealed ampoule is heated up from room temperature to 1100°C over a 4 hour period and held at that temperature for 5 hours to ensure complete dissolution. The reaction is cooled to 1000°C in 2 hours before being slowly cooled to 850°C over an 83 hour period. At 850°C, the ampoule is quickly removed from the furnace and placed into a centrifuge where the liquid flux is separated from the solidified crystals. LaCrGe₃ single crystals form hexagonal prisms where the a and b axes form the hexagonal faces that grow along the c axis.

We found that reactions placed closer to the door of the furnace yielded large single crystals while those placed deeper into the furnace resulted in delicate needles. This observation leads us to believe that a thermal gradient is beneficial to this particular synthesis.

A selection of crystals were crushed into a fine powder and powder x-ray diffraction data was collected with a Rigaku MiniFlex 600 diffractometer. We confirmed that these crystals were of the correct phase by comparing the measured pattern to previous reports [64].

2. Magnetization measurements

We use three different measuring procedures to measure magnetization as a function of temperature (M versus T): field-cooled-cooling (FCC), field-cooled-warming (FCW) and zero-field-cooling (ZFC). For FCC, the field is applied at T = 300 K and the magnetization of the sample is measured while temperature is lowered to base temperature, T = 2 K. With the field still on, the magnetization is measured while increasing temperature up to T = 300 K for the FCW measurement. For ZFC, the sample is cooled from above Tc to base temperature in zero applied field. Then the field is applied and the magnetization is measured while the sample is warmed.

Hysteresis loops were measured starting in a zero-field-cooled state to observe the virgin magnetization curve before sweeping field up to ±7 T. Before each measurement, the sample temperature was raised above Tc to 110 K in order to clear the magnetic history of the sample before the subsequent measurement. Furthermore, the field was systematically oscillated to zero to minimize the remanent field in the magnet and the sample chamber. Our calibration with a paramagnetic standard shows that the remanent field of the magnet after this procedure is roughly 8 Oe. These steps are important because we are specifically interested in the coercive field and the virgin curve which are relatively low-field phenomena.

APPENDIX B: ADDITIONAL MOKE IMAGES

While the MOKE images shown in Fig. 2 clearly demonstrate a change in domain structure on either side of the FM1-FM2 crossover, in this section, we provide additional MOKE studies supporting our observation of domain pinning in FM1 and depinning in FM2.

Figure 5 shows images taken while warming in zero field (ZFW) from 11.5 K from a similar area as Fig. 2. While the sample was cooled to 11.5 K in H_{applied} = 3000 Oe, removing the field at low temperatures resulted in a net zero magnetization, which matches demagnetization theory and is consistent with the lack of domain wall pinning at low temperatures. Upon warming in zero field, the images taken throughout the temperature range below T_{c} are indistinguishable to the eye. Unlike the ZFC images shown in Fig. 2, these ZFW images do not show a considerable change in the domain structure between FM1 and FM2. This result is consistent with domain wall pinning at high temperatures and is not in conflict with the existence of the FM1 state.

We also revisited the same ac plane studied in [31], this time using liquid helium to obtain images below 77.4 K. These images, shown in Fig. 6, were taken while cooling in an applied field of H_{applied} = 34 Oe in the direction indicated by the arrow in the figure. The images taken at 75 and 70 K are representative of those in the FM1 state showing little change in domain structure. Below 60 K, the domain structure changes significantly as shown by the 50 K image.

APPENDIX C: MODELING THE M VERSUS T CURVE

In this section, we will develop a simple model involving the spontaneous magnetization, demagnetization factors, and ferromagnetic domains to show how the unusual features in the M versus T curve can be explained by the pinning and depinning of domain walls.
In experiment, the spontaneous magnetization, \( M_s(T) \), is a fingerprint for a ferromagnetic compound. Experimentally, \( M_s \) is found from \( M \) versus \( H \) measurements along the easy-axis by taking the \( y \) intercept of the line fit to the saturated region at high fields. This procedure can be performed at various temperatures up to \( T_C \) (where \( M_s = 0 \)) to construct \( M_s(T) \). In a strictly local moment ferromagnet, \( M_s(T) \) is theoretically the maximum magnetization one would measure while measuring \( M \) versus \( T \). We do not observe any unusual behavior in \( M_s(T) \) and it fits well according to the theory by Kuz’mín [55], as seen in Fig. 4(a).

In any finite sample with a magnetization \( M \), there is a demagnetization field \( H_d = -NM \), where \( N \) is a demagnetization factor determined by the sample dimensions (discussed further in Appendix D). As a result, the \( H \) field inside the sample, \( H_{int} = H_{applied} + H_d \), is less than the applied field. In ferromagnets with an easy magnetization direction and where domain wall pinning is not present, the consequence of \( H_d \) is readily seen when measuring \( M \) versus \( H \) from a zero-field-cooled state (where \( M \approx 0 \) when \( H = 0 \)). In these cases, the initial magnetization increases linearly with the applied field with slope of \( 1/N \) until it reaches the spontaneous magnetization \( M_s \) at field \( |H_{d,\text{max}}| = NM_s \). In the linearly increasing region \( (H_{applied} < |H_{d,\text{max}}|) \),

\[
M = \frac{1}{N} H_{applied} \tag{C1}
\]

which tells us that the magnetization only depends on the sample shape via the demagnetization factor, \( N \). Notice that this magnetization is temperature independent, and we can see that Eq. (C1) faithfully reproduces the magnetization below 40 K at 50 Oe as seen in Fig. 4(a).

From a single rotating moment picture and considering that \( H_{int} = 0 \) when \( H_{applied} < |H_{d,\text{max}}| \), it makes sense that we do not immediately measure \( M_s \), as there is no field to align the single rotating moment along our axis of measurement. Alternatively, and equivalently, we can consider the formation of ferromagnetic domains and the motion of the domain walls between them. From the domain point of view, the linearly increasing region of \( M \) versus \( H \) is due to the applied field moving ferromagnetic domains walls, and adjusting the fraction of aligned and antialigned domains in the sample. In a material with strong uniaxial anisotropy, such as LaCrGe3, we only need to take into account the fraction of domains aligned with the field, \( n_{up} \), and those antialigned with the field, \( n_{down} \). Since \( n_{up} + n_{down} = 1 \) and since the maximum magnetization is \( M_s \),

\[
M = n_{up} M_s - n_{down} M_s \tag{C2}
\]

\[
M = (2n_{up} - 1) M_s \tag{C3}
\]

In the low-field \( (H_{applied} < NM_s) \), region, the demagnetization picture, Eq. (C1), and the domain picture, Eq. (C3) are both valid and we can equate them to find the temperature dependence of \( n_{up} \) [46]. The result is

\[
n_{up} = \frac{1}{2M_s(T)} \min \left\{ \frac{H_{applied}}{N}, M_s \right\} + \frac{1}{2} \tag{C4}
\]

where the minimum function is used to correctly model \( M \) just below \( T_C \) and avoid the unphysical result where the measured magnetization is greater than \( M_s \). This equation allows us to plot the fraction of domains as a function of temperature. When the domain walls are free to move, in order to fulfill Eq. (C1), the fraction of up domains must decrease as temperature decreases, as seen by the black line in Fig. 4(b). This result is counterintuitive when we think of the typical magnetization curve which does not consider demagnetization effects and therefore does not exhibit the decrease in the fraction of field-aligned domains. If we instead hold the domain fraction, \( n_{up} \), constant for a range of temperature, we recover the unusual features observed in the experimental \( M \) versus \( T \) curve for both FCC and FCW measuring methods [Fig. 4(c)].

In Fig. 7, we show the criteria used to choose the temperatures at which the domains pin and de-pin in our model. We developed \( H_{\text{avg}} = (H_r + H_{\text{shoulder}})/2 \) to take into account the wide range of field over which the magnetization reversal occurs in the high-\( T \) hysteresis loops. In this equation, \( H_r \) is the typical definition of the coercive field, the field required to make \( M = 0 \) after it was previously saturated to \( M = M_s \). We define \( H_{\text{shoulder}} \), as the field at which the magnetization just
begins to change from its fully polarized value. In the case of the rectangular hysteresis loops at low temperature, these two measures of the coercivity are the same, i.e., $H_c = H_{\text{shoulder}}$. As evident from the virgin magnetization curves, as well as the low-field $M$ versus $T$ data, however, domain wall pinning is not responsible for the low-$T$ region of coercivity.

In conclusion, we recognize that a textbook equation relating demagnetization effects and magnetic domains can be used to model low-field ferromagnetic magnetization curves. With Eq. (C4) in an experimentalist’s toolbox, it is possible to check whether anomalous features in $M$ versus $T$ are due to demagnetization or the unusual behavior of magnetic domains before more exotic possibilities are suggested or explored.

**APPENDIX D: DETERMINING DEMAGNETIZATION FACTORS**

Since our study involves magnetic domain behavior, the demagnetizing field, $H_d = -NM$, plays an important role in our analysis. While the measured magnetization, $M$, is a property of the compound in the particular temperature and field environment, the demagnetization factor $N$ is unique to the size and shape of the sample. In this section, we will explain how we determined $N$ for the sample we measured in this paper.

Pictures of the sample used for all of the measurements which include $N$ in the analysis are shown in Fig. 8. We measured the dimensions of the sample from these photographs taken against mm-grid paper. We then used the mean length and mean width to approximate the half-hexagonal rod as a rectangular prism, so we could use the formula given by Aharoni [65] to estimate the demagnetization factors along each axis. With this method, we found $N_a = 0.341$, $N_b = 0.492$, and $N_c = 0.166$.

$N_c$ can also be determined from $M$ versus $H$ measurements in temperature ranges where there is no domain wall pinning and the easy axis virgin magnetization forms a straight line with slope $1/N_c$ through the origin. In LaCrGe$_3$, this condition is met for temperatures $\sim 50$ K and below. For temperatures around 60 K and above, however, the virgin curves do not initially follow demagnetization theory due to the presence of domain wall pinning. Experimentally, there is a small variation of the extracted $N$ across virgin magnetization curves measured at different temperatures, so in practice, the lowest value found is chosen to avoid the unphysical consequence that $H_{\text{int}}$ is negative. From our magnetization measurements, we found $N_c = 0.1129$. A difference of $\sim 0.05$ for $N_c$ is within reason according to Lamichhane et al. [66] where a similar method for finding $N$ from sample size followed by correcting $N$ from magnetization measurements was used.

This value of $N_c$ is reasonable for two reasons. First, we see that $M = H_{\text{int}}$ very closely matches the measured $M$ in the temperature independent region of the $M$ versus $T$ curve shown in Fig. 4(a) that we argue is simply the demagnetization value. Second, as shown in Fig. 9(b), using $N_c$ to compute $H_{\text{int}}$ makes the virgin curve increase nearly vertically to saturation, as expected for an easy axis ferromagnet.

With a working value of $N_c$, $N_a = 0.3631$ and $N_b = 0.524$ are found from ratios determined from the sample dimensions. For $H||ab$ measurements, the field is applied along the $A$ dimension labeled in Fig. 8(a), so $N_a$ is used to calculate $H_{\text{int}}$, which is necessary for calculating anisotropy constants.
FIG. 9. (a) $M$ vs $H$ curves and (b) the demagnetization corrected $M$ vs $H_{\text{int}}$ curves. By taking into account the demagnetization field resulting from the finite size of our magnetized sample, we can plot magnetization against the internal field, $H_{\text{int}}$.

APPENDIX E: SAMPLE DEPENDENT FEATURES

Any discussion of magnetic domains or hysteresis requires us to consider variations from sample to sample. In this section, we repeat many of the magnetic measurements we performed in the main article on two additional single crystals with different shapes and sizes in order to help explain which magnetic features are intrinsic to LaCrGe$_3$ and which features are sample-dependent. Of the characteristics that are sample-dependent, we determine which ones are due to differences in demagnetization factor, and which properties may instead be due to defects in the sample.

In LaCrGe$_3$ measured along the easy $c$ axis, the effects of $N_c$ are apparent in both $M$ versus $T$ and $M$ versus $H$ measurements. The unusual $M$ versus $T$ curve is only measured at low fields, specifically when $H_{\text{applied}} < N_c M_s$. According to this relationship, we expect short samples with large $N_c$ to show the anomaly up to higher fields than longer samples with smaller $N_c$. We also note that the temperature-independent magnetization observed when $T < 50$ K is exactly dictated by demagnetization theory, $M = H_{\text{applied}}/N_c$. As a result, for a given applied field, a longer sample will settle to a higher magnetization compared to a shorter sample. This can be seen in Fig. 10, where we plot $M$ versus $T$ at $H = 50$ Oe for three samples, along with our model which accounts for the different values of $N_c$.

The initial magnetization curve is a signature of $N_c$ in $M$ versus $H$ and was discussed in Appendix D. We find that our additional samples also have virgin curves that follow demagnetization theory when $T \lesssim 60$ K. In addition, we recognize that when $M$ starts to increase in the high-temperature ($T \gtrsim 60$ K) hysteresis loops, it does so with a slope equal to $1/N_c$. Interestingly, the slope is also $1/N_c$ when the magnetization reverses from $\pm M_s$ to $\mp M_s$, which suggests that in this high temperature range, the same underlying mechanism is responsible for both the magnetization reversal and the initial increase in $M$ up to $M_s$ [46]. Finally, since our samples have a similar $H_c$ in this range of temperatures, as shown in Fig. 11, high temperature range, the same underlying mechanism is responsible for both the magnetization reversal and the initial increase in $M$ up to $M_s$ [46]. Finally, since our samples have a similar $H_c$ in this range of temperatures, as shown in Fig. 11.

FIG. 10. A comparison of the magnetization as a function of temperature at $H = 50$ Oe for three different samples. When $T < 50$ K, $M = H_{\text{applied}}/N_c$ as dictated by demagnetization theory. The demagnetization factor along the $c$ axis, $N_c$, is sample size dependent and as a result, longer samples with smaller $N_c$ have larger $M$ for a given applied field in this low-temperature region. The pinning and subsequent depinning of magnetic domains below $T_c$ is observed in all samples measured.

FIG. 11. A comparison of the temperature dependence of the coercive field $H_c$ across three different samples. Below 40 K, the hysteresis loops vary significantly across the three samples. In one sample, no coercivity was observed. Furthermore, there is no trend based on sample size; longer samples do not necessarily have higher coercive fields, as shown by comparing the green curve for the $N_c = 0.068$ sample to the red curve for the shorter-in-length $N_c = 0.1129$ sample. This suggests that the low-temperature hysteresis is due to defects, but more research is needed to confirm. On the other hand, the coercive field is nearly identical across all three samples when it reappears at high temperatures ($60$ K $< T < T_c$). We take this as evidence that the hysteresis in this range of temperatures is due to an intrinsic property of LaCrGe$_3$.  
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when we factor in \( N_c \) to plot \( M \) versus \( H_{\text{int}} \), we find that the hysteresis loops in this high temperature region are nearly identical across our three samples.

The hysteresis loops at low temperature, however, are not identical across all samples. Fig. 11 shows that at low temperatures, \( H_c \), as well as the temperature at which \( H_c \) disappears, are sample-dependent. The shortest sample measured (\( N_c = 0.1855 \)) has a negligible \( H_c \), while the longest sample (\( N_c = 0.068 \)) has less than one third the \( H_c \) as the sample measured in the main text (\( N_c = 0.1129 \)), and this coercivity disappears at a relatively low temperature. It is clear that the low-temperature hysteresis loops are wildly variable, with no obvious trend based on sample size. Naively, we might expect longer samples to have larger \( H_c \) due to the increased energy cost of forming the longer domain wall necessary to nucleate a reversed domain. This hypothesis, however, does not match the \( H_c \) versus \( T \) data across the three samples presented here, along with the additional two from Xu et al. [24]. Therefore, unlike the magnetic features discussed previously where the sample-dependence was determined by the size of the sample via the demagnetization factor, we are unable to draw conclusions regarding the relationship between \( N_c \) and \( H_c \) at low temperatures. Exploring the role of sample defects may help explain the sample dependence of these low-temperature hysteresis loops.

APPENDIX F: CALCULATING ANISOTROPY CONSTANTS

In this section, we summarize three different ways to calculate the anisotropy constants, \( K_1 \) and \( K_2 \), for a ferromagnet with a hard and easy axis, such as LaCrGe\(_3\). The results of our anisotropy analysis are summarized in Fig. 12(a), and we find that \( K_1 \) and \( K_2 \) in LaCrGe\(_3\) follow a standard temperature dependence. So unlike in the case of Gd, anisotropy alone cannot explain the unusual temperature dependence of \( H_c \) in LaCrGe\(_3\).

The first way to measure the anisotropy constants is a method first detailed by Sucksmith [67]. The Sucksmith method involves measuring \( M \) as a function of \( H_{\text{applied}} \) along the hard axis of the ferromagnet, and relating that measurement to an expression for the minimum of an energy density. The energy density we consider is a sum of the anisotropy energy density and the Zeeman energy.

\[
\epsilon = \epsilon_{\text{anisotropy}} + \epsilon_{\text{Zeeman}}, \tag{F1}
\]

The anisotropy energy density is given by

\[
\epsilon_{\text{anisotropy}} = K_1 \sin^2 \theta + K_2 \sin^4 \theta, \tag{F2}
\]

where \( K_1 \) and \( K_2 \) are the anisotropy constants and \( \theta \) is the angle between magnetic moment, \( M \), and the easy magnetic axis direction (the c axis for LaCrGe\(_3\)).

The Zeeman energy, which describes the interaction between the moment and the applied magnetic field, is given by

\[
\epsilon_{\text{Zeeman}} = -\vec{M} \cdot \vec{B} = -M \mu_0 H \cos \phi, \tag{F3}
\]

where \( \phi \) is the angle between the moment and the applied magnetic field \( H \). For this energy to be correct, we need to consider the demagnetization field and instead of \( H \) we should explicitly use \( H_{\text{int}} \)

\[
H_{\text{int}} = H_{\text{applied}} + H_{\text{demag}} = H_{\text{applied}} - N M_{\text{measured}}, \tag{F4}
\]

where \( M_{\text{measured}} \) is the measured sample magnetization.

When measuring the magnetization along the hard axis, the measured magnetization is \( M_{\text{measured}} = M_s \sin \theta \) in which \( M_s \) is the spontaneous magnetization. \( M_s \) is given by the y intercept of the line fit to the saturated magnetization at high field as depicted in Fig. 12(b). As a result, the theta-dependent energy density is

\[
\epsilon = K_1 \sin^2 \theta + K_2 \sin^4 \theta - \mu_0 M_s H_{\text{int}} \sin \theta, \tag{F5}
\]

which can be minimized with respect to \( \theta \) by taking the derivative and setting it equal to zero as follows:

\[
\frac{\delta \epsilon}{\delta \theta} = 2K_1 \sin \theta \cos \theta + 4K_2 \sin^3 \theta \cos \theta - \mu_0 M_s H_{\text{int}} \cos \theta = 0. \tag{F6}
\]
In this equation, $\cos \theta = 0$ or $\theta = \pi$ is simply the trivial solution in which the magnetization is all along the hard axis. So we are left with
\[ 2K_1 \sin \theta + 4K_2 \sin^3 \theta - \mu_0M_s H_{\text{int}} = 0. \] (F7)

Remembering that $M_{\text{measured}} = M_s \sin \theta$, we can rewrite the sin $\theta$ as $\frac{M}{M_s}$. With some further arrangement, we have
\[ \frac{\mu_0 H_{\text{int}}}{M} = 2K_1 \frac{1}{M_s^2} + 4K_2 \frac{1}{M_s^2} M^2. \] (F8)

Finally, by plotting $\frac{\mu_0 H_{\text{int}}}{M}$ versus $M^2$, we find $K_2$ from the slope which is $\frac{4}{M_s^2} K_2$ and $K_1$ from the intercept, $\frac{2}{M_s^2} K_1$, as seen in Fig. 12(c). To get the temperature dependence of $K_1$ and $K_2$, the Sucksmith method is performed on hard axis versus $H$ measurements at various temperatures below $T_c$. Our results for $K_1$ and $K_2$ are shown, respectively, as the blue and red dots in Fig. 12(a).

We can compare our measured anisotropy to its theoretical temperature dependence given by the Callen-and-Callen law [68,69]. Given $K_1^{0}$ and $K_2^{0}$, the anisotropy constants at zero temperature, and $M_s(T)$, the temperature dependence of the spontaneous magnetization, the anisotropy constants at temperature $T$ are given by
\[ K_1(T) = \left( K_1^0 + \frac{7}{8} K_2^0 \right) \left( \frac{M_s(T)}{M_s(0)} \right)^3 - \frac{7}{8} K_2^0 \left( \frac{M_s(T)}{M_s(0)} \right)^{10}, \] (F9)
\[ K_2(T) = K_2^0 \left( \frac{M_s(T)}{M_s(0)} \right)^{10}. \] (F10)

For this Callen-and-Callen analysis, we used the $T = 2$ K values from the Sucksmith method as $K_1^{0}$ and $K_2^{0}$. For $M_s(T)$, we use the $T = 2$ K value of the spontaneous magnetization which is calculated from the y-intercept of the line fit to the saturated portion of an $M$ versus $H$ measurement with $H \parallel c$. $M_s(T)$ is calculated from $M_s(0)$ using theory from Kuz’min [55]. The theoretical $K_1(T)$ and $K_2(T)$ from this Callen-and-Callen analysis are shown, respectively, as the dashed blue and red lines in Fig. 12(a). Our measured values derived from the Sucksmith analysis are in agreement with the Callen-and-Callen law throughout the temperature range.

The final method we used to extract anisotropy from magnetization data involves computing the area between the easy and hard axis magnetization curves in $M$ versus $H$ [70]. With this area method, $K_1$ is given by
\[ K_1 = \epsilon_{001} - \epsilon_{100}. \] (F11)

where $\epsilon_{001}$ and $\epsilon_{100}$ are the magnetic energies along the easy axis ($c$ axis) and the hard plane ($ab$ plane), respectively. The energy densities are calculated by the integral
\[ \epsilon = \mu_0 \int_0^{H_{\text{sat}}} M dH = \mu_0 \int_0^{M_{\text{sat}}} H dM. \] (F12)

The results of using the area method are shown as the golden triangles in Fig. 12(a). The values for $K_1$ agree at temperatures below 50 K, however, they appear to systematically deviate at higher temperatures. We can understand this deviation by looking at the $M$ versus $H$ data at these temperatures which show a discrepancy in the saturation magnetization between the two axes. We have found that when measuring along the hard axis of a ferromagnetic sample, small sample displacements from the axial center of the sample chamber can cause large deviations in the measured $M$ at high fields. So despite our best efforts to axially center the sample in the MPMS, we found small discrepancies between easy axis and hard axis saturation magnetizations. Since the area analysis involves both easy and hard axis data, it is particularly sensitive to small misalignments compared to the Sucksmith method which only involves hard axis data.

In conclusion, our anisotropy analysis of LaCrGe$_3$ does not reveal any anomalies that would cause the reopening of hysteresis loops or the shark-fin shape of the $M$ versus $T$ curves.


